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Abstract— For any competitive business to get success, it should fetch longing customers to make a profit out of it. Determining the competi-
tion of businesses from their services perspective claims to have a high success rate in terms of accuracy. The proposed system allows the customers
choose the business which is highly competitive in the market. It can be achieved through the use of various sentiment classification techniques to rate
the business from the user reviews data sets. Parts of Speech tagging, a Natural Language Processing procedure applied on the posted reviews classi-
fies the meaningful words. Tagged words are chunked together to build domain thesaurus to map the words as per aspect. User posted reviews are
listed into domain mapping and word net classification. Rating of the business is determined by user reviewed positive and negative keywords of the
related domain in the scale of 1 to 10. With the help of collaborative filtering algorithm, we filter user provided requirements and recommend the best-
rated business service. Recommendation of the service or product is achieved by sorting the filtered services list. Identifying, competitiveness between
the business products helps to determine the popularity among its customers for business leaders. Bringing the new features to the products or service
based on user requirements improves its appealing to the customers and profit of the business.

Index Terms— Collaborative Filtering Algorithm, Competitiveness, POS tagging, Structural Correspondence Learning, Sentiment

Classification, User Reviews.

1 INTRODUCTION

ATA mining can be termed as course of anatomizing

secluded patterns of data according to distinct perspec-

tives for breaking down into applicable information,
which is composed and assembled in routine areas, such as
data warehouses, for efficient analysis, data mining algo-
rithms, easing business decision making and other subsequent
requirements to eventually gash costs and improve turnover.
Sentiment Analysis (SA) or Opinion Mining (OM) is the reck-
oning study of people’s opinions, stance, and emotions apro-
pos of an entity. The entity can represent individuals, events
or topics. These topics are most likely to be covered by re-
views. The two articulation SA or OM are interchangeable.
document-level, sentence-level, and aspect-level are three im-
portant classifications in SA. Document-level SA aims to clas-
sify the whole document as a basic information unit (talking
about one topic). Sentence-level SA aims to classify sentiment
expressed in each sentence. Aspect-level terms for positive or
negative or neutral.

Collaborative filtering is the method to channel the
data considering utilization of systems including coordinated
effort among consolidated operators, perspectives, support
information, and so forth. Activities of collaborative filtering
ordinarily include substantial informational collections. Col-
laborative filtering calculations bears: clients online coopera-
tion, client intrigues portrayal and calculations fit to parallel
with individuals interests in a comparative mold.

A theory of competitiveness can be put forward on
the following observation: competing for the attention and
business of the same groups of customers for two similar
items define the competitiveness. Based on their solicitation to
the various customer segments in their market, competitive-
ness between two items can be coined. Our approach over-
comes the reliance on previous work on scarce comparative
evidence mined from the text. The identification of the various
types of customers in the desired business domain, as well as
for the assessment of the percentage of clients that belong to

each group. A passing scalable framework for opting the top-k
competitors of a required item in most forms of large datasets.

We extracted datasets belong to trip advisor provide hotels
data in Beijing city and Chicago city. Datasets pre-processed
accordingly to the aspect related classification. Product re-
views posted on Amazon pulled out for the different set of
items with product id as the primary key tag. We operated
with these datasets to justify the proposed system.

2 LITERATURE REVIEW

2.1 Sentiment Analysis

In 2015, Kranti Ghag proposed the Sentiment Analysis
deals with identifying and aggregating the sentiment or of
opinions expressed by the users. Sentiment Analysis could be
carried out by techniques that may or may not use a lexicon
for polarity identification. Training data set i.e. already tagged
opinions may or may not be used. Some sentiment analysis
could be language dependent or some could be language in-
dependent, also called as multilingual sentiment analyzers.

2.2 Finding all Competition Products

In 2015, Yu-Chi Chung propounded a set of customer pref-
erences, want to help the company to design set of competitive
products so that the products can satisfy as many customer
requirements as possible and the cost of producing the prod-
ucts is within a specified threshold.

2.3 Finding Top-k Competitors

In 2012, Yannis Kotidis put forwarded the reverse top-k
queries to identify the top-k most influential products to cus-
tomers, where influence is defined as the cardinality of the
reverse top-k result. This definition of influence is useful for
market analysis, since it is directly related to the number of
customers that value a particular product and consequently to
its visibility and impact in the market.
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2.4 Efficient Processing of Skyline Queries

In 2005, C.Y.Chan proposed that given a set of points, the
skyline comprises the points that are not dominated by other
points. A point dominates another point if it is as good or bet-
ter in all dimensions and better in at least one dimension. We
address the novel and important problem of evaluating sky-
line queries involving partially-ordered attribute domains.

2.5 Extraction of Comparative Opinionated Sentences

In 2017, Jing JI and Jian Jin profounded that with the help
of the techniques on sentiment analysis, opinionated sentences
referring to a specific feature are first identified from product
online reviews. Then, for the selection of a small number of
representative yet comparative opinionated sentences, infor-
mation representativeness, information comparativeness and
information diversity are investigated.

3 PROPOSED SYSTEM

In our proposed system to identify the competitiveness be-
tween the items, in each item having the number of features.
We use product reviews as well as hotel reviews for imple-
mentation of our system. Hotel domain sentiment classifica-
tion can be extended to give service recommendation to users
based on their requirements. The user should be adding the
reviews of the item based on their intention. Then we collect
the data in unstructured data sets over the multiple domains
and apply the NLP to identify the similar kinds of reviews on
the products. Then apply the collaborative filtering technique
to identify the best items in the various domains based on the
user reviews and sort the items. Now we have the sorted items
list then we need to identify the competitiveness of the items.
So we are going to calculate the competitiveness of the prod-
ucts, based on the intersection between the similar kinds of
product features reviews that are provided by the n' number
of uses for each product. A user-based CF algorithm is
adapted to generate appropriate recommendations. It aims at
calculating a personalized rating of each candidate service for
a user, and then presenting a personalized service recommen-
dation list and recommending the most appropriate services to
him/her. Then we need to find the percentage of competitive-
ness between the products that can be calculated based on no
of users reviews products/total no of users.

4 MODULES

4.1 POS Tagging of User Reviews

Huge Collection of data is retrieved from open source da-
ta sets that are publicly available from web applications like
TripAdvisor and Amazon. The data are represented in CSV or
TSV Format. The CSV (comma separated values) files were
read and manipulated using Java API that itself developed by
us which is developer friendly, lightweight and easily modifi-
able. The user review for two different domains was loaded as
a CSV or TSV file, parsed using API and then each review by
each customer is processed sequentially. The reviews were
given one by one to POS tagger which splits each word in the
review and tags it based on the parts of speech the word be-
longs accordingly.
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4.2 Chunking the Reviews and Aspect Extraction

Chunking process is done on every review of all the
products. It will take POS tagged output as input for grouping
the words based on meaning of the review. Chunking process
is done so that we can easily extract the sentiment embedding
associated with the aspects of the review. The meaningful
words that should be read continuously for proper under-
standing of the review are marked with square bracket. Now
the aspects in each review are extracted from the POS Tagger
result. The Noun and Phrasal Verbs are the key Attributes in
any sentence. So those things were extracted from the tagged
reviews and marked as aspects of the review by a user. Now
mappings are done to properly annotate the user review and
associated aspects with the chunks in it.

4.3 Building Domain Thesaurus on Target Domain

A Domain Thesaurus is built depending on the Keyword
Candidate List and Candidate Services List. Keyword Candi-
date List and Candidate Services List are interdependent on
the Target domains and it can be prepared before porting the
classifier to Target domain. Expert Knowledge should be giv-
en for preparing the domain Thesaurus. The Domain Thesau-
rus can be updated regularly to get accurate results of the rec-
ommendation system. Now the Aspects extracted are subject-
ed to domain groping based on the target domain.

4.4 Service Recommendation & ldentifying

Competitions

The Chunked Reviews of the User is retrieved and the
Keywords (Aspects) corresponding to the User is Analyzed for
its Valence and Arousal. Valence Means Weather the Key-
words Means a positive or Negative thing and Arousal an-
swers, how much it. Ratings are given for each domain in Tar-
get based on the Valence and Arousal for each User of each
review. For product reviews the Overall Rating is now manip-
ulated by taking average values of each rating of several users
of a product. In Hotel Domain we extend ranking to give Per-
sonalized Service recommendation to user based on require-
ments to user. Ranking is done for all hotels based on Ratings
by similar users using CF (Collaborative Filtering) and will be
sorted based on Bubble Sort Algorithm to have the most ap-
propriate personalized Recommendation for the User. Then
we need to find the percentage of competitiveness between the
products that can be calculated based on no of users reviews
products/total no of users.

5 ARCHITECTURE DIAGRAM

A system architecture or systems architecture is the con-
ceptual model that defines the structure, behavior, and more
views of a system. An architecture description is a formal de-
scription and representation of a system, organized in a way
that supports reasoning about the structures and behaviors of
the system. A system architecture can comprise system com-
ponents, the expand systems developed, that will work to-
gether to implement the overall system.
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6 RESULTS
6.1 Tagged Outpur Sample

Pretty/nnp good/1) Very/RB lew/11 price/N ,/, and/CC a7 decent/11 hostel/NH ./.Located/VEN in/IN the/DT famous/11 hutongs/NNS i
‘taxi/NN drivers/NNS to/TO show/VB thes/PRP where/WRB you/PRP want/VEP to/TO get/VB back/RB to/TO ./.We/PRP thought/VBD the/DT brez
they/PRP put/VBP their/PRP§ meters/NNS on/IN and/CC beware/NN of/IN any/DT tut-tuts/NNS which/WDT will/MD trick/VE you/PRP -LRB-/-
Ffor/IN 6/CD nights/NNS and/CC would/MD give/VB it/PRP 3 1/2/CD stars/NNS if/IN 1/PRP could/MD ./.After/IN staying/VBG in/IN a/DT v
JIM any/OT way/NN ,/, and/CC there/EX are/VBP people/NNS still/RB out/IN selling/VBG fruit/NM late/RB at/IN night/NN so/IN it/PRP
er/IIR ./.@/TN B/# $/% %/17 UID-263/NN ./.$/5 %/11 @/IN #/# 1/.Would/MD stay/VE here/RB again/RB ./.We/PRP stayed/VBD here/RE for/
if/IN you/PRP ‘re/VBP in/IN good/J) shapefNN ,/, do/VBP n't/RB miss/VB this/DT ./. -RRB-/-RRB-The/DT hostel/NN is/VBZ within/IN we
711 access/NN to/TO buses/NNS and/CC taxis/NNS ./.20/CD minutes/NNS walk/VBP to/TO T-square/MN and/CC Forbidden/NNP City/NNP ./.1/
with/TN his/PRPS laptop/NN ./.He/PRP seewed/VBD to/TO have/VB a/DT wireless/17 connection/NN ./.T/PRP thought/VED that/IN if/IN tt
r/PRPS on/IN the/DT #th/1) ./.She/PRP insisted/VBD that/IN L/PRP pay/VBP her/PRP$ now/RB ./.So/IN 1/PRP went/VBD out/RB to/10 an/C
cd/VBD for/IN /DT refund/NN ./.She/PRP called/VBD the/DT Beijing/NNP Railway/NNP Station/NNP to/TO see/VB if/IN that/DT was/VED g
/11 location/NN wore/RBR like/IN a/DT budget/NN hotel/NN than/IN hostel/NN BFETYH/NN is/VBZ a/DT hotel/NN that/WDT has/VEZ been/VE
NP has/VBZ a/OT hotel/NN and/CC a/DT hostel/NN ./.We/PRP stayed/VED at/IN the/D1 hotel/NN ./.Upon/IN arrival/NN the/DT receptionic
with/IN two/CD twin/1] beds/NNS ./.No/DT frills/NNS ./.The/BT advantage/NH was/VBD that/IN right/1] across/IN the/DT street/NN the
irst/17 but/CC it/PRP was/VED totally/RB fine/1] ./.Tts/PRPS preat/11 cor/NN youre/NN really/RB close/1] to/T0 good/1] food/NN anc
/NN but/CC it/PRP 1s/VBZ walking/VBG distance/NN to/10 the/DT main/)) Beljing/NNP sights/NNS -/: Tiananmen/NNP square/NN ,/, Temg
o/RB bike/NN hire/NN if/IN you/PRP can/MD brave/VB the/DT Beijing/NNP traffic/NN ./.It/PRP is/VBZ clean/1J and/CC friendly/J] and/
/TN the/DT rest/NN of /IN the/OT week/NN and/CC moved/VBD there/RB the/DT next/J] day/NN ./ What/WDT can/MD 1/PRP say/VB ./.T/PRP
or/CC in/IN couples/NNS so/RB naturally/RE a/D1 lot/NN more/RBR open/l] to/T0 making/VBG friends/NNS ./.Yes/UH ,/, the/DI area/NN
St/NN more/JIR choice/NN and/CC some/RE better/TIR quality/NN stuff/NN ./.The/DT tea/NN shop/NN at/IN unit/NN 88/CD -LRE-/-LRB- he
NN ./.$/% %/30 @/IN 8/& |/ . T/PRP arrived/VBD tried/VBD swelly/)3 and/CC hungry/I] ;/: 1/PRP 1eft/VBD rested/VBD fed/NN and/CC smel
N four/(D days/NNS some/DT weeks/NNS bafore/IN the/DT olympics/NNS ./.uWe/PRP could/MD not/RB have/VB hoped/VBN for/IN a/DT better)
NS of /TN juices/NNS ,/, and/CC much/RB more/RBR ./.In/IN the/DT immediate/1] surroundings/NNS of /IN the/DT hotel/NN ,/, men/NNS ,/
1 UTD-200/NN .7.$/% /17 @/TN #/4 |/.Luvd/VB it/PRP T/PRP was/VBD recommended/WBN this/DT place/NN by/TH someone/NN in/TN XI'an/Nh
.1ts/PRPS near/IN everything/NN too/RB and/(C easy/RD to/TO Find/VB being/VDG its/PRPS so/RB close/1) to/T0 Tiananmen/NNP ./.@/T0

Fig. 2. shows the tagged data output

6.2 Chunked Outout Sample

[[ Pretty_NNP ] good_73 [ Wery RB low_ 31 price NN ] ,_, and_€C [ a_DT decent_1J hostel NN ] ._.located VBN in_IN [ the DT famous_11
O write VB down RP in IN chinese 1] where WRB [ you PRP ] want VEP to TO go VB . .Also RE for IN [ a DT card NN | to TO give VB [
rain_NN map_NN ] can_MD be_VE had_VEN there RB for_IN free_3] We_PRP | managed_VED to_T0 get_VB to_TO [ most_1J5 sites_NNS ]
ants_VBZ to_T0 save VB [ money NN ] for_IN [ the DT excellent_11 shopping NN ] to_TO be_VH had_VEN arcund _RE ._.@_IN [ #_# $_% %1
ated 31 in IN [ a DT hutong 37 ] ,_, [ which WDT ] [ IPRP | really RB enjoyed VD seeing VBG . .[ I_FRP | ‘m_VBR surprisnd 3 tha
DT cab_HN drivers_NNS ] knew_VBD where_WRE [ the DT hotel NN ] was_VBD ,_, even_RE with_TN [ the DT Chinese_17 map_NN ] ._.When_WF
0 simple )1 but CC very R clean 1) and (C comfortable 1) ,_, [ the DI shower NN ] was VAD great 1) ,_, and (C [ we PRP ] [ all bl
act_hN | that_IN [ it PRP | was VED located VBN in IN [ a DT hutong 1] arca W | ._.[ It PRP | ‘s VBZ nice 1) that IN [ they PRP |
] ' recommend_VE [ it_PRP ] to_TO [ anyone NN ] ._.Did_VBD n't_RB try_WB [ the_DT restaurant_NN ] as_IN [ we_PRP ] ate VED in_
his PRPS laptop NN ] . .[ He PRP ] seemed VBD to TO have VB [ a DT wxreless 1 connectlwn NN ] .T.[ LPRP ] thought WBD that IN if
he_DT 9th_37 ] but_CC [ I_PRP ] did_VBD n't_RB have VB [ the_DT money NN ] ._.[ T_PRP ] said_VED that_IN [ T_PRP ] would_MD pay_VE
g_VBG T0_TO pay_VB on_IN [ June_NNP 7th_NNP ] ,_, [ NOT_NNP ] LEAVE_VE nu IN [ the_DT 7th_13 ] she_PRP ] ,_, however RB ,_, ¢
| because IN of IN [ this DT woman NN | [ 's_POS bad )] customer NN service NN behavior NN | ._.T They PRP | read VBP [ my_PRPS rc
N ] [ T_PRP ] would_MD warn_VB against_TN is_VBZ [ the DT agents_NNS ] [ that_WOT ] work_VBP within_TN [ the DT hostel NN ] ._.Mhi
VBD n't_RE know_VB [ as_RB much_1) ] and_CC [ the DT immigration NN agents NHS ] of _IN [ her_PRP$ country WN ] [ who WP ] had_veD
f_IN [ the_ DT agencies NS ] around_IN [ the DT city NN ] ._.So_RB if_IN [ you PRP | ‘re_VBP on_IN [ a_DT budget MN ] [ this DT ]
oms_WNS ] were_VED pretty_RE basic_11 ,_, [ no_DT frills_WNS ] or_CC [ anything NN ] but_CC has_VBZ [ a_DT small_11 TV_NN
[ Tiananmen NNP square NN ] ,_, [ Temple NP | of IN [ keaven NNP ] ,_, and CC [ even RS one €D ] of IN [ the DT Opera HNP theater
~by_17 [ there_EX ] is_VBZ also_RB [ bike NN hire_WN ] if_IN [ you_PRP ] can_MD brave VB [ the DT Beijing NP traffic_hN ] ._.[ Tt
road_NN ] and_€C instantly R realised_VBD [ that_DT ] was_VBD where_WRE [ I_PRP ] wanted_VBD to_TO be VB ._.[ I_PRP ] beoked_VBD
NP | had VBD prepared VBN [ me PRP | for IN [ huge 31 groups NNS | of IN [ 12 CD year NN olds NNS | screaming VBG . .[ There EX |
_CC ink_NN prints_NKS ] and_CC illustrated VBD [ books_NNS ] [ beautiful_11 gifts_NNS or_CC souvenirs WS ] ._.Tf_TN [ you_PRF
S but CC [ IPRP ] could M) n't_RE choose VB that IN [ -LRB-_-LRB- ] understandably RD [ -RRB-_-RRE- ] ._.[ I_PRP ] 've_VBP heard
.17 and_CC professional 31 ;_: [ rooms_NNS | were VBD spacious 37 ,_, clean_13 and_CC comfortable 33 ._.[ The_ DT water NN ] was_\
T0 [ us_PRP ] [ -LRB-_-LRB- ] visible_1J ,_, al_IN least_11S ,_, and _(C not_RB destroyed VBN because_IN of_IN [ the_DT alympic_11

Fig. 3. shows the chunked data output
6.3 Wordnet Keywords of Listed Hotels

~ Wordnet Keyword List ~
Country :

S.No UserId Hotel Nama Keywords

hatel* |Dmu<m' place® visualize® visualise™

envision® project fancy* see” figure* picture™
image*® g we* gift* present® gesticulate® gesture®
motion® bottie® metro™ tube® underground®
subwary system® hold on~ stop™ lecate? place®

1 UID-146  china_beijing_aloft_beijing_haidian site” excerpt™ excerption™ extract® selection™
area* expanse*® surface® naiant® swim* pool*
cost* be* time* d * tell on* betray* give
away™ rat? * stag™
concentrate® focte * pore™ rivet*
minute® narrow
trip* trip out* tum on* get off* king* cost® be*
cost* be* excerpt* excerption® extract® selection™
transmit* transfer® transport* channel*

2 UID-352 china_beifing_aloft_beijing_haidian channelize® channelise* slant™ angle® welght®

engineer* engineer® apply* technology™ cardioid*
machine® area* expanse* surface® board* room*
hatel* place

Fig. 4. shows the wordnet keywords

6.4 Positive Keywords of Listed Hotels

~ Positive Words ~
Country : Beijing

S.No Hotel Name

Damain

a
a&UID-102 Gl

1 Beiling&China_befiing_ascott_bei =3t 37 room_NN room
a_DT nice_11

2 Belfing&China_beljing_ascott_belfing&UID-102 kids_NNS familyfriends nice-6
movie_ NN

3 Beljing&China_beljing_ascott_belfinga&UID-102 :"': j"'N—N‘ service excellert-5

4 3&China_beijing_ascott_be great_13 food_NN great-8
5 B.China_beijing_ascol S good_1J value good-6
5 China_beijing_s t_b Do NNS I ood
fing&C e = D Shaky_11 start NN e
G Beijing&China_beijiing_bamboo_garden_hotzI&UID-147 great 11 hotel NN foo great-G
Fig. 5. shows the postive keywords
~ Negative Words ~
Country : Beijing
S.No Holel Name Chulll( Domain Wwords
Shaky
1 Belfing&china_beljing_bamboo_garden_hotel &UID-147 sta m great_1) food shaky-4
hotel_NN
h ji - e 14 a_DT few_1) o o
2 Beijing&China_beljing_bamboo_garden_hotel&UID-147 et food ew-3
a_DT few_1
3 Beljing&China_beljing_beljing_dong fang_hotel&UID-649 DongFang NNP  food few-2
hotels_NNS
4 !3::\rg&(l"ll'\a_tc-\]ir\g_b&l]u\g_Y‘I iendship_hote|_grand_buillding&UID- aI_DT few_10 food few-1
2 drinks_NNS
Beijing&China_beijing_beijing_friendship_hote_grand_building&UID- a_DT small_J1 o e
5 o el nn Shopeing small-3

Fig. 6. shows the negative keywords

6.6 Competitiveness between Hotels

~ Recommecondations ~
Country : Beijing

S.No Hotel Name Rating Check | Competion
1 Haliday Inn Central Plaza 5.381614 1

2 The Penincula Beijing 5.0066707 ]

3 Hilton Beijing Wangfujing 5.0085225 ] e
4 Grand Hyatt Beijing 49257812 -

& Park Plaza hg Wangfujing  4.6171875 1

6 Crowne Plaza Hotel 4

Zhongguanci -590909 >
7 Shangrl La Kerry Centre Hotel 4318182 -

Fig. 7. shows the competitiveness between hotels

7 CONCLUSION
Propounded system operated upon the hotel and product
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domain datasets, which could be further extended to any type
of competitive business involved in the market depends high-
ly on user reviews. The system worked on rating the services
or products based on user reviews which determines the value
of the services or product rather on old-fashioned star rating.
User recommendation system and competitiveness highly
grasp to hold the customers to choose the right service or
products on their own in the given sorted ordered list. Compe-
tition percentage appeals the customers to use the highly so-

phisticated services or products available among the markets.

To enhance the system in near future, the system could be
built using Big Data components to handle for the collection of
data from live websites for processing the same. Also, we can
implement an algorithm to fetch the validation of the review-
ers and rate the product or service accordingly. Rating scale
could be updated with constraints which would give high
weightage scale for valued reviewers and differentiate among
all the reviews. The system could be extended to the market
business competitors to identify the user requirements and
develop the products based on their wish list.
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